Negation Introduction allows us to derive the negation of a sentence if it leads to a contradiction. If

we believe (¢ = y) and (¢ = —v), then we can derive that ¢ is false. Negation Elimination allows
us to delete double negatives.

Negatioh Negation
Introduction Elimination
P>y ¢
¢ =y @

-

Implication Introduction is the structured rule we saw in section 4.3. If, by assuming @, we can
derive v, then we can derive (¢ = V). Implication Elimination is the first rule we saw Section 4.2.

Implication Implication
Introduction Elimination
Qv =V
=y A4
vy

Biconditional Introduction allows us to deduce a biconditional from an implication and its

inverse.Biconditional Elimination goes the other way, allowing us to deduce two implications from
a single biconditional.

Biconditional Biconditional
Introduction Elimination
o=V o=V
y=0 R
A V=0

In addition to these rules of inference, it is common to include in Fitch proof editors several
additional operations that are of use in constructing Fitch proofs. For example, the Premise
operation allows one to add a new premise to a proof. The Reiteration operation allows one to

reproduce an earlier conclusion for the purposes of clarity. Finally, the Delete operation allows one
to delete unnecessary lines.
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4.5 Reasoning Tips

The Fitch rules are all fairly simple to use; and, as we discuss in the next section, they are all that
we need to prove any result that follows logically from any set of premises. Unfortunately, figuring
out which rules to use in any given situation is not always that simple. Fortunately, there are a few
tricks that help in many cases.

If the goal has the form (¢ = v), it is often good to assume ¢ and prove y and then use Implication
Introduction to derive the goal. For example, if we have a premise g and we want to prove (p = g),
we assume p, reiterate g, and then use Implication Introduction to derive the goal.

1. q Premise

2. p Assumption

3. q Reiteration: 1

4. p=q Implication Introduction: 2, 3

If the goal has the form (@ A y), we first prove ¢ and then prove y and then use And Introduction
to derive (¢ A ).

If the goal has the form (¢ V ), all we need to do is to prove ¢ or prove y, but we do not need to
prove both. Once we have proved either one, we can disjoin that with anything else whatsoever.

If the goal has the form (@), it is often useful to assume @ and prove a contradiction, meaning that
¢ must be false. To do this, we assume ¢ and derive some sentence y leading to (¢ = ). We
assume @ again and derive some sentence —y leading to (¢ = —y). Finally, we use Negation
Introduction to derive —@ as desired.

More generally, whenever we want to prove a sentence ¢ of any sort, we can sometimes succeed
by assuming —@, proving a contradiction as just discussed and thereby deriving —¢. We can then
apply Negation Elimination to get ¢.

The following two tips suggest useful things we can try based on the form of the premises and the
goal or subgoal we are trying to prove.

If there is a premise of the form (¢ = y) and our goal is to prove y, then it is often useful to try
proving ¢. If we succeed, we can then use Implication Elimination to derive y.
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If we have a premise (¢ V y) and our goal is to prove y, then we should try proving (¢ = ) and (y
= y). If we succeed, we can then use Or Elimination to derive .

As an example of using these tips in constructing the proof, consider the following problem. We
are given p V g and —p, and we are asked to prove g. Since the goal is not an implication or a
conjunction or a disjunction or a negation, only the last of the goal-based tips applies.
Unfortunately, this does not help us in this case. Luckily, the second of the premise-based tips is
relevant because we have a disjunction as a premise. To use this all we need is to

prove p = g and g = q. To prove p = g, we use the first goal-based tip. We assume p and try to
prove g. To do this we use that last goal-based tip. We assume ~g and prove p. Then we assume
~g and prove —p. Since we have proved p and -p from —g, we can infer g. Using Implication

Introduction, we then have p = g. Proving q = q is easy. Finally, we can apply or elimination to
get the desired result.

1. rlg Premise

2. -p Premise

3. p Assumption

4. ~q Assumption

3. p Reiteration: 3

6. ~g=p Implication Introduction: 4, 5
7. ~q Assumption

8. -p Reiteration: 2

9. ~g = -p Implication Introduction: 7, 8
10. ~~g Negation Introduction: 6, 9
11. q Negation Elimination: 10

12. p=q Implication Introduction: 3, 11
13. q Assumption

14. EY Implication Introduction: 13
15. g Or Elimination: 1, 12, 14

In general, when trying to generate a proof, it is useful to apply the premise tips to derive
conclusions. However, this often works only for very short proofs. For more complex proofs, it is
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often useful to think backwards from the desired conclusion before starting to prove things from
the premises in order to devise a strategy for approaching the proof. This often suggests
subproblems to be solved. We can then work on these simpler subproblems and put the solutions
together to produce a proofs for our overall conclusion.

4.6 Soundness And Completeness

In talking about Logic, we now have two notions - logical entailment and provability. A set of
premises logically entails a conclusion if and only if every truth assignment that satisfies the
premises also satisfies the conclusion. A sentence is provable from a set of premises if and only if
there is a finite proof of the conclusion from the premises.

The concepts are quite different. One is based on truth assignments; the other is based on symbolic
manipulation of expressions. Yet, for the proof systems we have been examining, they are closely
related.

We say that a proof system is sound if and only if every provable conclusion is logically entailed.
In other words, if A |- @, then A |= ¢. We say that a proof system is complete if and only if every
logical conclusion is provable. In other words, if A |= ¢, then A |- ¢.

The Fitch system is sound and complete for the full language. In other words, for this system,
logical entailment and provability are identical. An arbitrary set of sentences A logically entails an
arbitrary sentence ¢ if and only if @ is provable from A using Fitch.

The upshot of this result is significant. On large problems, the proof method often takes fewer
steps than the truth table method. (Disclaimer: In the worst case, the proof method may take just as
many or more steps to find an answer as the truth table method.) Moreover, proofs are usually
much smaller than the corresponding truth tables. So writing an argument to convince others does
not take as much space.

Recap

A pattern is an expression satisfying the grammatical rules of our language except for the
occurrence of metavariables in place of various subparts of the expression. An instance of a
pattern is the expression obtained by substituting expressions of the appropriate sort for the
metavariables in the pattern so that the result is a legal expression. A rule of inference is a pattern
of reasoning consisting of one set of patterns, called premises, and a second set of schemas,

called conclusions. A linear proof of a conclusion from a set of premises is a sequence of
sentences terminating in the conclusion in which each item is either (1) a premise or (2) the result
of applying a rule of inference to earlier items in sequence. If there exists a proof of a sentence ¢
from a set A of premises and the axiom schemas and rules of inference of a proof system, then @ is
said to be provable from A (written as A |- @) and is called a theorem of A. Fitch is a powerful yet
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simple proof system that supports structured proofs. A proof system is sound if and only if every
provable conclusion is logically entailed. A proof system is complete if and only if every logical
conclusion is provable. Fitch is sound and complete for Propositional Logic.

Exercises

Exercise 4.1: Given p and g and (p A g = r), use the Fitch system to prove r.

Exercise 4.2: Given (p A g), use the Fitch system to prove (g V r).

Exercise 4.3: Given p = q and g < r, use the Fitch system to prove p = r.

Exercise 4.4: Given p = g and m = p V g, use the Fitch System to prove m = g.

Exercise 4.5: Given p = (g = r), use the Fitch System to prove (p = q) = (p = r).

Exercise 4.6: Use the Fitch System to prove p = (g = p).

Exercise 4.7: Use the Fitch Systemto prove (p =2 (g@=r)=>((p=>9 => (P =>7r)).

Exercise 4.8: Use the Fitch System to prove (-p = q) = ((-p = ~q) = p).

Exercise 4.9: Given p, use the Fitch System to prove —-p.

Exercise 4.10: Given p = g, use the Fitch System to prove ~g = -p.

Exercise 4.11: Given p = g, use the Fitch System to prove -p V q.

Exercise 4.12: Use the Fitch System to prove ((p = q) = p) = p.

Exercise 4.13: Given =(p V q), use the Fitch system to prove (-=p A ~g).

Exercise 4.14: Use the Fitch system to prove the tautology (p V —p).



D+T 10

A T

[0 +\ . 0 ¢
94\
te [ tT 1
I 9 s
a ‘ [0ty 10
LT NES
|+ 19 241 14
1 &
+s 10
S D



k) = achomic senbs 31 zdion o ockomic. &

daﬂéa\ ,S(’/\le/\wi a //J&/o\‘ or C[!SJW\(,]]—/Y\ J;{
[erals,

rP il
) tp}
aloRy,

PV fo, 1
Conersion

I—?\“aﬁ%@?‘?‘\’ —> o VY — { i, q,}
'<\><—‘¢ . >yyY > %({P)_"P}

N gjuldm

b b —e 4T
o (‘b/\q)\ v "‘(b\/__\“{) — 5{-—\@,.\“(/}
A () = mdAY 0], 5]



Dot o @
Cobvinng @W)/\((‘Dvx)
bV = Gvd AL
Oy vevdn) Dy b oV Pn

b5
@V v v Cblvm\/ibnvd’

S On (AL ADD = DA ABAD

Op@rm\\vfs
bV Vdy ?Lt)u )“')Cpﬁ}

(bl/\.,o/\cbn ~D %dﬁ%)"‘) i‘bv\%



)
('g A%f——t
; ’(—;r\/#)\
: (% ) (—~rv i
I
A .
\JM

- £
A -
/MA(“%
e
Y
D\;v}f"\ L.._‘

< f7
2:""‘9 )
g ]

o






Aasol ot

SU\WO:& Wl "\M'Q

5 SRSkt S A

——

r% hone we MMP:FO( =1

Cudl \ quel

Sne we knoo  p=T 0 p=r 6P:T\

<,






| )
Clawses arc sets ) SO Wt do no1 -

oy lwo  occuran ws Ji VPLQ Saur
el 1n ene Set

17
0T e
it




%? )’O&

1 7p 9]
g?)ﬂP%
1973
I—Y—%:;)clau}es huse mu\k‘)k |
Pavs co«vv‘jemm\w IRl
1 P, % OOl RESOLY € (3\15 od o« Fing
{9
i b WRane |

This wedld mply e doo st or Ll
oxC i/\Cmﬁ}SM: Bc&)ﬂ—a? are. Aot i/\m}ﬂd

PR

L. P-::T 6[/.’,]:

Suhsdes bofe ¢l



(7
-Tm% Tovle P(OVOS\-‘\Am&\ m\ N 013 inﬁww

I et o
fjﬂ@"ﬁ’1\ pP—~q

FlF LoV
FIT
LF Ci/

g"ﬂ?)cﬂ& Hhio C\w”;:\:-i:t%jf_

EP} Hos Qawe 15 dree p=T

_—___-—-——’—-/

{ﬁﬁg Moo awse deve ik i‘:T




linewcprook God mvq s wha Bagdeidhne

] M= pVg - @
Q P—D i/ iﬂm) )Ol/?g
| 'S4
3 M abSumP§iuf\ - |
4. |pvg TEO M 9\
61 @ O\SB\LW\}\"\W\ M —v C\V
(Q, @ (e l~—\—6chim (.5)
ol (@—-?6?/ IT (5,6)
X P4 re i Yeraion (2)

S
1. 1a OB 473

\0 m—vq, TT (3, 9)



E)@wwyu A Aessladin Dent v w |

TR e P
2 TG 08 preme T
3 { P)ﬁ,} frew&b@— P
L{~ SG}:{% \)5
et ad

.703,& molw}w\ 1S NeT 3’@«\»«&% cwwf\e,ie.
Le cannox  derre A\ clesas \o(«)icq% ental <
bu‘ Me :Prcw\'oc)

g?r‘S Bok 5\; } Hese presisey
1q¢ B .
no re>o\«x\"itf‘ | P\/j/ 3 Mé:iul_}-s



Cnsde a seb ,;ﬂ Sendnas A

P’ﬁcﬁ A s & set ﬂ’Q ?fm@

(2



Atk @,
Dows con we dedermine endilment €

Fon  Unsahis fia bi (il Hresm

recll o sed b sentenws A legicdy

eI O senlence Ct> V-
£ AU“‘QD 15 ‘cf\cms\\&leﬂ\‘

So, ds Addermic Ioz\m& ertrdment
U OSTEP 4 Negh Gool -
STEP 2 AN ) Ho premises A\ Y
STEY 3 use  reso luhion 4o dedermine

i AUAd iy ensabis fuble
Had-is resulds n e %’7 seh



b o
a e
oA N

O\\)A’W\ ’\> d} b ‘Fmvaw

o>

~ence

R se

wes A X ‘_&?
P@N)ir :
M

TFF

) 3
esolvey o

b

U =

D

AN
Crom

afr 3

’]Droc{‘

O\uﬂ\'w’\

OX. .

o
) Aw‘\m

A\cr\ VK

YA

\o

(¢So

a

| )

/¢



Dl
el
2 {4
3 {pim, ]
4 S
s {1

(D {c% T
23 N
3 1% 57

NLK\\ Prove

P4
P V4 v(
‘L*P(




CIANVErY

(p—>4) P (crv(\
(pve) ™ (40
=(pv4) v (g vr)
(pA7%) Vg e
(PV™5 ve) A (g v ve)

LR TR IR Il 910

7 resoludion proat
L Ypt Prem s
2. {"V:cﬁ P ronit
3 i?)—\c\,r} Premol
T iq, 0] preewt

S ‘\(14 r\e_ﬁcx\&of\ &’@ ﬁoq\

e —————

(9 go\(% \, 1

N3 irq} 4\
Y 5]




Ukb\rxb coolwim  do ?(0\16 veld by o
B no Q(Qﬁi\&& P(O\rﬁ (P“‘?(G‘,"VP)B
neg)a\& \\)v\n- %oa\
= P (CVV \)))
1 (p® (ﬂCva\\
o (“‘P VvV (ﬂﬁ(\f\))\
—p A (ﬂc\r\/*\)\
pAGATP
[
2 198
3 P

———

J%\ %




